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PART A - (10 x 2 = 20 marks)

(1. Find C, if P[X n] = C
3
-) ; n = 1,2,....

2. The probability that a man shooting a target is 1/4. How many times must he
fire so that the probability of his hitting the target atleast once is more than
2/3?

3. Let X and Y be two discrete random variables with joint probability mass
function

{, -1 (2x + y), x =1,2 and y =1,2
P(X :--- x, Y = y)= 18

0, otherwise.

Find the marginal probability mass functions of X and Y.

4. State Central Limit Theorem for iid random variables.

5. Define wide-sense stationary random process.

6. If 0)1 is a normal process with ,u(t) = 10 and Op t2) = 16e1"21 find the

variance of X(10) X(6).

7. The autocorrelation function of a stationary random process is

R(z) r) = 16 +
9

. Find the mean and variance of the process.
1 + 6 2
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8. Prove that Spy, (co), S yy(- co) .

9. Prove that the system y(t) = $h(u).X(t - u)du is a linear time-invariant

system.

10. What is unit impulse response of a system? Why is it called so?

PART B - (5 x 16 = 80 marks)

11. (a) (i) A random variable X has the following probability distribution.
x: 0 1 2 3 4 5 6 7

P(x) : 0 K 2K 2K 3K K2 2K2 7K2 + K

Find :

(1) The value of K

(2) /3(1.5 < X < 4.5IX > 2) and

(3) The smallest value of n for which P(X n) >1 (8)
2

(ii) Find the M.G.F. of the random variable X having the probability
density function

f (x) =

Also deduce

-x

2 X > 0

0, elsewhere.

the first four moments about the origin. (8)

Or

(b) (i) Given that X is distributed normally, if P[X < 45] = 0.31 and
P[X > 64] = 0.08, find the mean and standard deviation of the
distribution. (8)

(ii) The time in hours required to repair a machine is exponentially
distributed with parameter 2 = 1/2

(1) What is the probability that the repair time exceeds 2 hours?

(2) What is the conditional probability that a repair takes atleast
10 hours given that its duration exceeds 9 hours? (8)

12. (a) (i) The joint probability density function of the random variable (X, Y)
is given by f(x,y)= Kxye-(x2"2), x > 0, y > 0.

Find the value of K and Cov (X, Y. Are X and Y independent? (8)

(ii) If X and Y are uncorrelated random variables with variances 16
and 9. Find the correlation co-efficient between X + Y and X  Y. (8)

Or
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(b) (i) Let (X, Y) be a two dimensional random variable and the probability
density function be given by

f(x,y)=x+y,

Find the p.d.f of U = XY. (8)

(ii) Let X1, X2,....Xn be Poisson variates with parameter 2 = 2 and

S = X1 + X2 ± ...X where n = 75 . Find P[120 S,, 160] using

central limit theorem. (8)

13. (a) (i) If {X(t)} is a WSS process with autocorrelation R(z) = Ae al =I

determine the second order moment of the RV[X(8) X(5)}. (8)

(ii) If the WSS process {X(t)} is given by X(t) = 10 cos(100t + 8), where 0

is uniformly distributed over ( r, R.), prove that {X(t)} is

correlation ergodic. (8)

Or

(b) (i) If customers arrive at a counter in accordance with a Poisson
process with a mean rate of 2 per minute, find the probability that
the interval between 2 consecutive arrivals is

(1) more than 1 minute

(2) between 1 minute and 2 minute and

(3) 4 min or less. (8)

(ii) Suppose that X(t) is a Gaussian process with fcx = 2,

Rxx(r)= 5e -0 . Find the probability that X(4) 51. (8)

14. (a) (i) A stationary random process X(t) with mean 2 has the auto

correlation function Rxx(r) = 4 + e 10 . Find the mean and variance

of Y = X(t)dt (8)

(ii) Find the power spectral density function whose autocorrelation

function is given by R (r) = -A2 cos(coor). (8)
2

3 10396

PDF compression, OCR, web optimization using a watermarked evaluation copy of CVISION PDFCompressor

http://www.cvisiontech.com


(b) (i) The cross-correlation function of two processes X(t) and Y(t) is given

by Rxy (t, t
AB (

T) = sin(coor) + cos coo [(2t + 11 where A, B and coo
2

are constants. Find the cross-power spectrum Sxy(co). (8)

(ii) Let X(t) and Y(t) be both zero-mean and WSS random processes
Consider the random process Z(t) defined by Z(t) = X(t)+ Y(t). Find

(1) The Auto correlation function and the power spectrum of Z(t)
if X(t) and Y(t) are jointly WSS.

(2) The power spectrum of Z(t) if X(t) and Y(t) are orthogonal. (8)

15. (a) (i) Consider a system with transfer function
1 + Jo

1.
. An input signal

with autocorrelation function mg(z-)+ n22 is fed as input to the
system. Find the mean and mean-square value of the output. (8)

(ii) A stationary random process X(t) having the autocorrelation
function R ja(r)= AS(r) is applied to a linear system at time t = 0
where Az-) represent the impulse function. The linear system has

the impulse response of h(t) = e-btu(t) where u(t) represents the unit
step function. Find Ryy (r) . Also find the mean and variance of Y(t).

(8)

o0

(b) (i) If {X(t)} is a WSS process and if Y(t) = hWX(t - j)4 then prove
J

that

(1)

(2)

Rxy (r) = Rxx(r)* h(r) where * stands for convolution.

sxy (co) = Sxx (w)H` (co) (8)

(ii) If {NW} is a band limited white noise centered at a carrier

, \ ° , for lc° -coo I

c°B

frequency coo such that SNA(0)= 2{

0, elsewhere.
Find the

autocorrelation of WW1. (8)
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